
 
 
 
 
 
 

 
International Journal of Multidisciplinary 

Research in Science, Engineering and Technology 

(A Monthly, Peer Reviewed, Refereed, Scholarly Indexed, Open Access Journal) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Impact Factor: 8.206 Volume 8, Issue 8, August 2025 



© 2025 IJMRSET | Volume 8, Issue 8, August 2025|                    DOI:10.15680/IJMRSET.2025.0808151 

 

IJMRSET © 2025                                                   |    An ISO 9001:2008 Certified Journal     |                                                12704 

TumorNet: DEEP LEARNING FOR 

AUTOMATED BRAIN TUMOR MRI 

SEGMENTATION 
 

Dr. Vidya Pol, Subodh Kumar Soni 

Associate Professor, Department of MCA, AMC Engineering College, Bengaluru, India 

Student, Department of MCA, AMC Engineering College, Bengaluru, India 

 

ABSTRACT: Brain tumors pose a significant threat to human health, and early, accurate detection is critical for 

effective treatment and improved survival rates. Manual segmentation of brain tumors from MRI scans is time-

consuming, prone to inter-observer variability, and requires significant expertise. To address these challenges, this 

research proposes TumorNet, a deep learning-based framework designed for the automated segmentation of brain 

tumors from MRI images. TumorNet leverages a convolutional neural network (CNN) architecture, specifically a 

modified U-Net model, trained on publicly available MRI datasets such as BraTS. The model is capable of accurately 

identifying and segmenting tumor regions, including the entire tumor, the tumor core, and the enhancing tumor areas. 

 

Experimental results demonstrate that TumorNet achieves high Dice similarity coefficients and outperforms several 

traditional segmentation methods in both accuracy and efficiency. This research highlights the potential of deep 

learning in medical imaging, providing a scalable and consistent solution to support radiologists in making informed 

clinical decisions. 
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I. INTRODUCTION 

 

Brain tumors are among the most serious and life-threatening conditions that can affect the central nervous system. 

Detecting them early and accurately is crucial for planning effective treatment strategies and improving patient 

outcomes. One of the most common tools for this purpose is Magnetic Resonance Imaging (MRI), a non-invasive 

technique that helps visualize brain structures and spot abnormalities, including tumors. However, the process of 

manually analyzing MRI scans can be quite time-consuming, prone to human error, and heavily reliant on the expertise 

of the radiologist. 

 

The complexity and variability in the shapes, sizes, and locations of brain tumors pose significant challenges for 

segmentation tasks. Traditional image processing methods often struggle to handle these complexities, resulting in 

inconsistent and inaccurate outcomes. In recent years, deep learning—especially Convolutional Neural Networks 

(CNNs)—has emerged as a promising approach in medical image analysis, as it can learn hierarchical features directly 

from the data without needing manually crafted features. 

 

This research presents TumorNet, an automated framework based on deep learning designed to segment brain tumors 

from MRI images. TumorNet utilizes an enhanced U-Net architecture, a well-regarded CNN model specifically 

developed for biomedical image segmentation. The model is trained and evaluated using the BraTS (Brain Tumor 

Segmentation) dataset, which includes annotated MRI scans featuring various tumor sub-regions, such as the whole 

tumor, tumor core, and enhancing tumor. 

 

The goal of this approach is to achieve high segmentation accuracy while lightening the workload for radiologists, 

providing a reliable and scalable solution for real-time clinical use. Through experimental evaluations, TumorNet has 
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shown its capability to accurately outline tumor regions, which can aid in better diagnosis, treatment planning, and 

disease monitoring. 

 

II. LITERATURE SURVEY 

 

An active area of medical image analysis research has been the segmentation of brain tumors in MRI scans. Over the 

course of time, a variety of approaches, ranging from conventional image processing strategies to cutting-edge deep 

learning strategies, have been proposed. This section reviews key contributions in the field to highlight existing 

methods and their limitations. 

 

2.1 Methods of Traditional Segmentation 

 In the past, intensity thresholding, region growing, clustering (like k-means and fuzzy c-means), and edge detection 

were used to segment brain tumors. Despite their relative simplicity, these methods are extremely sensitive to noise and 

intensity variation and necessitate manual parameter tuning. For instance, Ahmed et al. (2002) used fuzzy c-means for 

segmenting tumors, but the performance degraded significantly on heterogeneous tumor regions. 

 

2.2 Methods Based on Machine Learning  

Later, in order to increase precision, traditional machine learning models like Support Vector Machines (SVM), 

Random Forests, and k-Nearest Neighbors (k-NN) were made available. These models depend on handcrafted features 

extracted from MRI scans, such as texture, intensity, and shape.  Zhou et al. (2014) demonstrated the use of SVM for 

classifying tumor tissues, yet the feature engineering process remained complex and dataset-dependent. 

 

2.3 Techniques Based On Deep Learning  

In recent years, deep learning has revolutionized medical imaging, with Convolutional Neural Networks (CNNs) 

showing superior performance in segmentation tasks.  The U-Net architecture was introduced by Ronneberger et al. 

(2015) and became the basis for numerous medical image segmentation models. U-Net’s encoder-decoder design with 

skip connections allows precise localization, making it effective for segmenting fine structures. 

 U-Net has been the subject of several proposals for modifications and extensions. Using the BraTS dataset, Isensee et 

al. (2018) presented a U-Net variant specifically designed for brain tumor segmentation, achieving cutting-edge results. 

Myronenko (2019) proposed a 3D U-Net with a variational autoencoder branch, significantly improving performance 

by modeling uncertainty and spatial coherence. 

 

2.4 Challenges Identified 

 Identified Obstacles Despite the success of deep learning models, challenges remain.  The quality, orientation, and 

intensity of MRI scans vary from institution to institution. Additionally, tumors frequently have overlapping textures 

and irregular shapes, making segmentation challenging. A good model must be able to apply to a wide range of MRI 

techniques and tumor types. 

 

2.5 Motivation for TumorNet 

Building on the strengths of previous models and addressing their limitations, this research introduces TumorNet, a U-

Net-based architecture enhanced with deeper convolutional layers and batch normalization.  To guarantee tumor 

segmentation accuracy and robustness, it is trained on the BraTS dataset's multi-modal MRI data (T1, T1ce, and T2). 

 

III. SYSTEM ARCHITECTURE 

 

Deep learning is used in the proposed TumorNet system to automate the segmentation of brain tumors from MRI scans. 

Data preprocessing, model training, and tumor prediction are all integrated into the architecture. The system mostly 

makes use of a reworked version of the U-Net CNN architecture that is made to work better for tasks like segmenting 

biomedical images. 

 

3.1 Parts of the System  

1. Input MRI Data  

• MRI InputD ata T1, T1c (contrast-enhanced), T2, and FLAIR images are the multimodal MRI scans.  

• The annotated tumor regions in the BraTS dataset serve as the source for the input data.  

•  
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2. Data preprocessing  

• Normalization of the image (zero mean, one unit variance).  

• Resizing or cropping to a consistent size (for example, 240 x 240 pixels).  

• Data enhancement (flipping, rotating, and zooming) to stop overfitting.  

• Encoding of tumor regions with labels (such as Enhancing Tumor, Whole Tumor, and Tumor Core). 

 

3.  TumorNet Model (Modified U-Net) 

• Encoder: Uses max-pooling and convolutional layers to capture spatial features.  

• Bottleneck: High-level features are captured by dense layers.  

• Decoder: Upsampling layers with skip connections to reconstruct precise segmentation masks. 

• For regularization, dropout and batch normalization layers are added.  

 

4.  Engine for Training 

• Optimizer Dice Loss or Categorical Cross-Entropy. 

• Loss Function Metrics: Dice Similarity Coefficient (DSC), IoU, Precision, Recall 

• Utilizing TensorFlow or PyTorch, train in environments with GPU support.  

 

5. Segmentation Output 

A segmented image displaying tumor boundaries is the output:  

• Red: Growing the Tumor  

• Blue: Core of Tumor  

• Green: the entire tumor Results can be overlaid on original MRI for visualization. 

 

6.  Evaluation Module 

• Assessment Module compares actual masks to those predicted.  

• produces accuracy scores like the Dice score and Hausdorff distance, for instance.  

• Metrics of performance represented graphically. 

 

3.2 System Architecture Diagram 

 

 
 

 

 

 

 



© 2025 IJMRSET | Volume 8, Issue 8, August 2025|                    DOI:10.15680/IJMRSET.2025.0808151 

 

IJMRSET © 2025                                                   |    An ISO 9001:2008 Certified Journal     |                                                12707 

IV. METHODOLOGY 

 

The methodology of TumorNet entails a regular pipeline that will segment brain tumors in MRI images using a deep 

learning technique. The end-to-end details on data collection to model testing are presented as the next steps. 

 

4.1 Dataset Collection 

The proposed model is customized and trained using BraTS (Brain Tumor Segmentation) dataset; it contains multi-

modal MRI scans: 

• T1: Computerized brain picture 

• T1ce : T1 contrast enhanced 

• T2: Emphasizes the areas with body fluids 

• FLAIR: shows edema and lesion 

 

4.2 Data Preprocessing 

Preprocessing makes the input consistent and makes the training better: 

• Normalization: Distributing the intensity of the pixels to unit variance and zero-mean. 

• Cropping/Resizing: Pictures adjusted to some standard dimension (e.g. 240240). 

• Augmentation: Rotation, flipping, zooming, and shifting to make data diversity and limit the probability of 

overfitting. 

• Label Encoding: The preparation of three regions (WT, TC, ET) of multiclass masks is performed. 

 

4.3 Model Architecture – TumorNet (U-Net Variant) 

TumorNet is founded on a superior U-Net approach, which is optimized to biomedical segmentation: 

• Encoder: There have been convolutional layers extracting the spatial features followed by max pooling. 

• Bottleneck: Get’s far abstract and deep representations. 

• Decoder: The spatial information is rebuilt again through transposed convolutions and combines the features of the 

encoder through skip connections. 

• Activation Functions: ReLU at all hidden layers, Softmax, or Sigmoid to get the output segmentation. 

• Regularization Regularization dropout layer and batch norm layer to avoid overfitting. 

 

4.4 Training Strategy 

Loss Function: 

• Dice Loss to deal with imbalance classes in segmentation masks. 

• Optional together with Binary Cross Entropy or Focal Loss. 

 

Optimizer: 

• Adam optimizer with the adaptive learning rate scheduling. 

• Batch Size: 816 (dependency by GPU). 

• Epochs: Proceeded to train 50 to 100 epochs on the basis of convergence and performance in validation. 

• Hardware: NVIDIA GPU (e.g. Tesla T4/RTX 3080) Tensorflow or PyTorch. 

 

4.5 Model Evaluation 

• He performance of models is evaluated with: 

• Dice Similarity Coefficient (DSC) 

• Intersection over Union (IoU) 

• precision/recall/F1 score 

 

V. DESIGN & IMPLEMENTATION 

 

Design and implementation of TumorNet is with the intended purpose of designing an end-to-end pipeline to process a 

scan of the brains via an MRI scan and subsequently segment the tumor areas accurately via deep learning. It is an 

architecture utilized that is founded on U-Net and educated on labeled medical datasets. 
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5.1 System Design 

The system is sub-divided as follows: 

• Input Layer: The BraTS dataset is used regarding the input layer; 2d slices of scans with modalities T1, T1ce, T2, 

and FLAIR of MRI are accepted. 

• Preprocessing Unit: Standardises image size, pixel values normalised and data augmentation steps are done. 

• Segmentation Model (TumorNet): A tailored U-Net which includes two parallel branches: encoding and decoding 

which are made of convolution and transposed convolution layers. 

• Output Generator: Responsible in creating binary/ multiclass masks of the tumor area. 

• Evaluation Unit: Employs accuracy-based measures of segmentation performance in terms of Dice Score, IoU and 

F1-Score. 

 

5.2 U-Net Model Implementation 

Encoder: 

• 4 downbusms of 3X3 conveolution important to ReLU and max pooling 2X2. 

• Captures the spacial features in varying degrees. 

 

Decoder: 

• 4 upsampling transposed convolutions. 

• Spatial information is recovered by skipping connections between encoder layers. 

• Final Output: 

• A 1x1 convolution layer having a Sigmoid or Softmax layer setup to perform binary or multiclass segmentation. 

 

5.3 Implementation Tools 

 

Layer Technologies Used 

Development Language Python 

Deep Learning 
Keras with TensorFlow 

 / PyTorch 

Image Handling OpenCV, PIL, NumPy 

Visualization Matplotlib, Seaborn 

Dataset 
BraTS (Brain Tumor  

Segmentation) 

GPU Support 
CUDA-enabled NVIDIA  

GPUs 

 

5.4 Model Training Process 

Training (70 percent), Validation (15 percent), and Testing (15 percent) Data Split. 

Loss Function: 

• Seg Acc: dice loss. 

 

Optimizer: 

• Learning rate scheduler. 

 

Epochs: 

• The model was trained to 50-100 epochs using the early stopping to prevent overfitting. 

 

Batch: 

• 8 or 16, usually. 
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5.5 Output & Results Visualization 

• Segmentation mask is then predicted and overlaid on an original MRI image. 

• The results are stored as PNG/JPG files or presented with Matplotlib. 

• Each epoch is then plotted on dice coefficient scores to check on the learning performance. 

 

VI. OUTCOME OF RESEARCH 

 

This study also expected to come up with an automated, precise, and effective deep learning model-TumorNet- used to 

segment brain tumors using MRI images. The results of the presented studies prove that deep learning medical image 

segmentation models, and U-Net variations, in specific tend to provide a great assistive role in medical procedures. 

 

6.1 Key Outcomes 

• Good Level of Segmentation Accuracy 

• TumorNet amassed good results on the     common parameters including: 

o Dice Similarity Coefficient (DSC): -0.85- 0.92 inter-different regions of the tumor (whole tumor, tumor core, 

enhancing tumor). 

o IoU and F1 Score: The validation and test results show the same data. 

• Automated Manual Segmentation Tasks 

• Time-saving of radiologists and minimization of inter-observer variability are also possible as the model has fewer 

requirements to making manual annotations to tumors. 

• Good Model Performance 

• The multi-modal MRI data (T1, T1ce, T2, FLAIR) would facilitate the model to   generalise better on different 

tumor types and structures. 

• Interpretability and visualization 

• When the output tumor masks are superimposed on the original MRIs, the tumor areas are made clear since this 

facilitates the medical diagnosis and treatment planning. 

• Model Generalizability 

The model was effectively applied to unseen BraTS data and it is likely that it could be adapted to clinical use. 

 

6.2 Research Contributions 

• A U-Net-based, self-engineered, TumorNet architecture to accomplish the MRI segmentation of brain tumors. 

• Preprocessing and augmentation method in the applicability of data quality and model generalizability. 

• An entire pipeline of raw MRI images to segmented tumor masks and their performance analysis. 

• Illustrated the capability of the deep learning to aid in computer-aided diagnosis (CAD) of neuroimaging. 

 

6.3 Implications 

The study helps to eliminate the gap between artificial intelligence and clinical neurology. TumorNet is a baseline 

model which can be expanded to: 

• Volumetric tumor segmentation 3D 

• Projection of the growth of tumors 

• Design as part of the radiology software or handheld diagnostic devices 

 

VII. RESULT AND DISCUSSION 

 

This section demonstrates the outcomes of the experimental run following the training and the testing of the TumorNet 

model on the BraTS dataset. It also has a detailed account on the performance of the model, the effectiveness of the 

architecture and observations of different sub-regions of the tumors. 

 

7.1 Experimental Results 

TumorNet model was assessed on various performance indices viz. Dice Similarity Coefficient (DSC), Intersection 

over Union (IoU), Precision, and Recall. 
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Tumor Region Dice Score IoU Score Precision Recall 

Whole Tumor (WT) 0.91 0.84 0.92 0.90 

Tumor Core (TC) 0.87 0.80 0.89 0.86 

Enhancing Tumor (ET) 0.85 0.78 0.88 0.83 

• All of the regions have scores of High Dice values, which exhibit proper segmentation performance. 

• To further prove that the model is not just precise but steady in its prediction of all tumor pixels, the precision-

recall balance does indeed tip in favor. 

 

7.2 Visual Analysis 

• Compared to the ground truth, TumorNet was able to segment tumor areas. 

• The annotated tumor regions had a handsome correlation with the segmented masks on MRI slices. 

• In high-contrast modalities such as T1ce and FLAIR, edge boundaries of tumors were well defined. 

 

7.3 Comparative Performance 

TumorNet provided better results compared to traditional machine learning or non deep learning approaches to the 

problem (e.g., SVM, K-means clustering): 

• Better generalization to other sizes of the tumor and tumor types. 

• Greater ability to respond to the varied structure of tumors. 

• Quicker prediction (can be used in real-time in the clinic setting). 

 

7.4 Observations 

• Such a presentation of the multimodal MRI (T1, T1ce, T2 and FLAIR) input also contributed to the higher 

accuracy because the modalities emphasize the different properties of the tissue. 

• Dice loss was used to address the issue of the unbalanced classes, especially the small tumor areas, such as 

enhancing tumor. 

• There was a decreased performance when the tumor boundaries were very irregular or diffuse, exactly the kind of a 

challenge in these segmentation procedures. 

 

7.5 Discussion 

• TumorNet has a high potential as a clinical aid tool, whereby the rate at which tumors are diagnosed could be 

accelerated and associated with high degrees of reliability in the detection process. 

• The efficiency of segmenting medical images with the help of U-Net-based architectures is evidence proven by the 

model performance. 

• Although it is accurate, it would need real-world clinical deployment that would entail additional experiments on 

more varied and larger datasets, compatibility with DICOM standards and UI tools that radiologists can use. 

 

VIII. CONCLUSION 

 

The study has managed to present effective TumorNet, a deep learning model aimed at automating brain tumor 

segmentation in magnetic resonance images. The model is developed on the basis of the U-Net architecture and has 

been trained by the BraTS dataset that contains multimodal MRI scans and labeled tumor regions. TumorNet had high 

proliferation in segmentation, especially the whole tumor, and tumor core, and sub-regions improvements in 

enhancement. 

 

The outcomes of the experiment demonstrate that TumorNet can help with diagnosis problems at the clinical level by 

automating the task which was previously done only manually and with many errors. Multiple MRI modalities and 

preprocessing approaches as well as loss functions found in Dice enabled the model to learn and attach to a wide array 

of tumor types and structures. The performance of the architecture, which was determined by the Dice scores and IoU, 

shows that it is effective and trustworthy in medical image analysis. 

 

To sum it up, TumorNet is an effective step towards artificial intelligence implementation in the sphere of radiology 

and computer-aided diagnosis (CAD) devices, in particular. It will help in removing the workload altogether to a great 
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extent as a radiologist, it will improve the consistency of diagnosis, and it will aid in early detection and treatment 

preparation. 
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